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[1] “Questions vs. Queries in Informational Search Tasks”, Ryen W. White et al, WWW 2015

Percentage of question search queries is growing[1]
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And more and more of this searches are happening on 
mobile
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Intelligent Assistants today
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Automatic Question Answering works relatively 
well for simple factoid questions

(AP Photo/Jeopardy Productions, Inc.)
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But for many more complex questions we still 
have to dig into the “10 blue links”

vs.
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… which is much harder to do on mobile
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TREC LiveQA Shared Task

➔ Goal:
○ Answer real user questions in real-time

✓ sampled Yahoo! Answers stream of questions
✓ systems need to return the answer in under 1 minute
✓ answers should be up to 1000 characters long
✓ no restrictions on data sources

➔ Last year results
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Crowdsourcing for real-time QA

➔ Idea:

○ use crowdsourcing to help a QA system answer 
user questions

➔ Types of feedback studied:

○ Worker generated answers

○ Ratings for answer candidates

➔ First we want to see if we can get reasonable data 
from crowd workers under time pressure
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Research Questions

○ RQ1. Can crowdsourcing be used to judge the 
quality of answers to non-factoid questions under a 
time limit?

○ RQ2. Is it possible to use crowdsourcing to collect 
answers to real user questions under a time limit?

○ RQ3. How does the quality of crowdsourced 
answers to non-factoid questions compare to 
original CQA answers, and to automatic answers 
from TREC LiveQA systems?
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Methodology: answer validation
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100 questions from TREC LiveQA’15

3 answer from top-10 systems, 
labelled by NIST assessors

With 1 minute time limit Without time limit

○ 3 workers per question
○ $0.05 per task

○ 3 workers per question
○ $0.05 per task

Task: rate the quality of answers



LiveQA Answer Quality Scale

○ 1: Bad - contains no useful information

○ 2: Fair - marginally useful information

○ 3: Good - partially answers the question

○ 4: Excellent - fully answers the question
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Validation interface
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Validation interface

14



Validation interface
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Average time to judge 3 answers was 23 seconds

✓ Median time to judge 3 answers for a question is ~23 sec
✓ Time pressure forces workers to rate answers faster
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Crowdsourced labels correlate well with NIST 
assessor scores (ρ=0.52)

✓ Workers prefer to give intermediate scores (2, 3), while NIST 
assessors gave more extreme scores (1 and 4)

✓ There is no significant difference in quality between groups with 
and without time pressure
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○ Crowd workers can be used to obtain reliable ratings for 
answer candidates

○ Even one minute seems to be enough to judge the quality of 
3 answers to CQA questions
- no significant rating quality loss compared to no-time 

pressure experiment

Answer ratings summary
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Task: answer the given question

Methodology: answer collection
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1087 questions from TREC LiveQA’15

With 1 minute time limit Without time limit

○ 3 workers per question
○ $0.10 per task

○ could use web search

○ 3 workers per question
○ $0.10 per task

○ could use web search

➢ Then we collected 3 ratings for each answer using crowdsourcing 
without time pressure

➢ The final quality score for the answer is the average of 3 scores



Answer Collection Interface
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Answer Collection Interface
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Answer Collection Interface
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Answer Crowdsourcing statistics

Yahoo! 
Answers

mTurk mTurk
<= 1 min

LiveQA’15 
winning 
system

% answered 78.6% 100.0% 100.0% 97.8%

Length 
(chars)

354.96 190.83 126.65 790.41

Length 
(words)

64.54 34.16 22.82 137.23
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Average quality scores of answers

✓ Crowdsourced answers are comparable in quality to community 
generated responses

✓ Answers obtained from a crowd under 1 minute time limit are 
significantly better than those of a top-10 automatic QA system
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Answer Crowdsourcing statistics

✓ Crowdsourced answers tend to be relevant, but of 
average quality

✓ Automatically generated answers are more often either 
not-useful or good
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● General Opinions and Recommendations
○ What is a great free(or cheap) video player/library combo that 

somewhat functions like Itunes?
✓ Media Player Classic might be what you are look…

● Questions requiring certain expertise
○ Are gold cap conures good birds? I'm looking for sweet, loving ect.?

✓ Apparently they are adorable. Their only imperfection is that they are loud.
✓ Conures can be very loud, obnoxiously ear peircingly loud. 

○ Is Gotu Kola a good herb for mental health? How long does it take to 
work??
✓ yes 

○ Which LGA 775 processor can I upgrade to?
✓ You have to make sure what you want to upgrade to is compatible or it 

won't work with your machine. There should be a list on any processor 
that tells what it works with.

○ What is OPEC46LCZ?
✓ OPEC is about oil and nothing to do with heart disease.
✓ There is no answer available to this question

Example Answers
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1. Crowd workers are capable of reliably validating ~3 answers 
to a question, even with 1 minute time limit

2. Even one minute appears to be enough for crowd workers to 
provide a response to real user questions, such as those 
posted to CQA websites

3. The quality of crowdsourced answers on average was 
comparable to the CQA community answers, and even with 
time limit crowdsourcing can be useful for an automated QA 
system

Conclusions
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Crowd-powered Real-time Question Answering

✓ We integrated crowdsourcing into a real-time automated QA system, that 
participated in TREC LiveQA’16

- To rate candidate answers
- To provide additional candidates
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Crowd-powered Real-time Question Answering

✓ Workers accept Amazon mTurk HIT, that lasts 15 minutes
✓ Within this time, they are waiting for questions to arrive
✓ When a question arrives, a crowd worker could do the following:

- Provide his answer to the question if she has one (optional)
- Rate answers as they appear on the screen 29



Average rating of answers

Average score 
per question

Average precision

Automated system 2.321 2.357

Automated system + crowdsourcing 
(answers+ratings)

2.550+ 2.556+

     Ratings only 2.432 2.470

     Answers only 2.459 2.463

✓ Crowdsourcing for real-time question answering significantly 
improves the performance

✓ Ratings and answers both contribute to the overall quality gain
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○ Crowdsourcing can significantly improve the performance of 
a near real-time question answering system by providing 
additional answers and rating existing answer candidates

○ Future work:
➢ Cost & Scalability:

■ Optimizing the number of workers per task
■ Selective crowdsourcing: e.g. using query 

performance prediction techniques
➢ What are other useful types of feedback a crowd can 

provide to QA system
■ e.g Question summary
■ expected phrases in the answer

Thank you!
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