Ranking dNSWers and WEb passages 'FOF‘ Intelligent Information

. . . Access Lab
non-factold question answering i/ /mathcs emoryedt
EMORY Fmory IR Lab @ TREC LiveQA’15

[m] % [m]
UNIVERSITY

Denis SavenkoVv (dsavenk@emory.edu) [w] %

System overview

T r. a i n i n g | - <> _ Logistic regression training ~ N
WebScope ::> index / o \ \
: : : : collection of I | |
Our question answering system extracts candidate answers from passages of documents retrieved by a web QnA pairs | TR s
- P - - - . L |
search engine and answers to similar guestions previously posted on Yahoo! Answers. All candidates are Il . =] /
ranked using a single linear logistic regression model based on a set of term match, retrieval score, PMI and __ __ _ LSTMtraining _ similar | answers |
-~ o ~ QnA pair question questions | - | class-1 o
neural network score features and the candidate with the highest rank is returned as the answer. / | ) . memswer| '\l T5an
. answer | Class +1 T e A AN N [ ogred
o | | I | N training
> question title (with and without stopwords) %TM/ I — ’ - | ANSWETS | laes -1 | &ta/
> question title & body e T . Anewers o answer |
> question title (w/ body) & question category &ta/ | L | | | I e \
-l | I class -1 |
> top 5 tf-idf terms from title (w/ body) > linear logistic regression model | i AnSwers i - sl
- > palrwise learning to rank training NI ——— // A \ | LeneweErs | /
--------------------------------------- Yahoo! Answers candidates————————— N = \ o y
) ) ] o > answers and web passages ranked ~ —
i together
" search ) auery | Vohoo! ) |answer g )
| query | ] |
query || UMY 1 Answers - answer - System analysis
eneration search : .
S - Lquery | - lanswer ] answer |
S AnSwer Ranking vV Most of the responses were v Average score of candidates v Many other answers extracted from web
: ' answer o |
t' model extracted from answers to from Yahoo!l Answers is higher search results came from CQA websites
question passage |
- I orevious Yahoo! Answers than of extracted web passages Most frequent domains for answers
~ | answers.yahoo.com s R SR R PR St
- ~ [ | - ~ ’C ocument -~ ™ qu estions Normalized histogram of scores for answer source types www.youtube.com |
SearCh quel’y Blﬂg \x/eb EXtraCt No answer 0.8 Il:ll 7 hl | A ' www.livestrong.com s -
query - - 1document r 07l [ ahoo! Answers || AW 3MAZON. COM E—
t- query SearCh Apl passages § 0.6 . [ 0 Web PassSages ] www.wikihow.com e T
\_ generation j ] \ J COcumentd N / os. . 1S WWW.aNSWers.com s =
B B . .ehow. ]
| | 47.19%  Yahoo! Answers 0.4 b W, E;:;J;EZS —
> quest!on tltle 0.3 pomntomans 1 WWW.quOora.com
> question title & body 0.2 D | ask.metafilter.com s . | . . . :
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.1 FECEEEEEE RS BN R ] Number of answers (log10)
Web search

0. - - -
?0 15 20 25 30 35 40 45 50

Candidate ranking features prsver e st o
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Conclusions

O answers to previously posted similar questions can be effectively reused to answer new gquestions
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o query generation strategies for CQA and web search are important as LiveQA questions are long
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text similarity features: translation models, n-grams, tree kernels, etc.

best way to reply to troll on youtube Il dont reply just ignore o there is a huge room for improvement: only ~20% of questions were answered fully or partially
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